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Execu5ve Summary 
This report, charts a project that ran between February and July 2024 involving leaders from 23 MulA 
Academy Trusts (MATs) and school groups, encompassing 413 schools, 32,000 staff, and approximately 
250,000 students across England. The project, supported by a number of internaAonal experts, examines 
how MATs and school groups should respond to the challenges and opportuniAes presented by arAficial 
intelligence (AI) in educaAon. 
 
We present a MAT AI Guidance Framework which offers a structured approach for MulA Academy Trusts 
and groups of schools to navigate the complexiAes of integraAng AI into their educaAonal pracAces. This 
framework consists of 10 key quesAon sets, each addressing a crucial aspect of considering AI in 
educaAon. This framework provides a roadmap for MAT leaders to thoughPully and systemaAcally 
approach AI. It ensures that all key aspects - from high-level strategy to pracAcal implementaAon and 
ethical consideraAons - are thoroughly examined. By working through these quesAon sets, MATs can 
develop a robust, well-considered approach to harnessing the potenAal of AI in educaAon while 
navigaAng its challenges. 
 
Key findings and recommenda9ons include: 
 

1. Strategic Approach: MATs must develop clear AI strategies aligned with their educaAonal vision, 
addressing governance, safeguarding, and ethical consideraAons. 

 
2. AI Literacy: There is a pressing need for comprehensive AI awareness and literacy training for all 

stakeholders, including students, staff, families, and policymakers. 
 

3. Curriculum and Assessment: The integraAon of AI necessitates a review of curriculum content 
and assessment methods, with a focus on developing criAcal thinking and AI literacy skills. 

 
4. Equity and Access: MATs must address potenAal digital divides and ensure equitable access to AI 

technologies across all schools and student populaAons. 
 

5. Staff Development: Ongoing professional development is crucial to equip educaAon stakeholders 
with the skills to effecAvely address the opportuniAes and risks associated with AI. 

 
6. Ethical ConsideraAons: Robust frameworks are needed to address data privacy, bias in AI 

systems, and the ethical use of AI in educaAon. 
 

7. Research and EvaluaAon: MATs should conduct and parAcipate in ongoing research to evaluate 
the impact of AI on learning outcomes and teaching pracAces. 

 
8. CollaboraAon: Enhanced cooperaAon between MATs, educaAonal bodies, and technology 

providers is recommended to share best pracAces and develop standardised approaches to AI 
implementaAon. 

 
The report also includes a set of prac9cal ac9ons that system leaders can take together to support the 
effecAve integraAon of AI into educaAon. These include: 
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1. Advocate for and support the development of a centralised repository for Data ProtecAon 
Impact Assessments (DPIAs) specific to educaAonal technology tools. 

 
2. Develop a comprehensive AI governance strategy addressing children's rights, data protecAon, 

and safeguarding in the evolving educaAonal technology landscape. 
 

3. ParAcipate in the upcoming curriculum review to champion the integraAon of AI educaAon 
across all educaAonal stages, and a revision of the 1:1 device provision policy. 

 
4. Support the creaAon of a naAonal working group to idenAfy MAT funcAons that could benefit 

from AI. 
 

5. AcAvely engage with media partners to ensure nuanced and accurate coverage of AI in 
educaAon. 

 
6. Engage with marketplace soluAons and supplier associaAons to advocate for improved filtering 

and quality assurance mechanisms for AI-related educaAonal products. 
 
The report emphasises that while AI offers significant potenAal to enhance educaAonal pracAces, its 
integraAon must be approached thoughPully and responsibly. MATs must balance technological 
innovaAon with the fundamental human aspects of educaAon, ensuring that AI enhances rather than 
replaces crucial human interacAons in the learning process. 
 
The findings underscore the need for a nuanced, context-sensiAve approach to AI integraAon, 
recognising that there is no one-size-fits-all soluAon. As the educaAon sector navigates this complex 
landscape, ongoing collaboraAon, research, and adaptaAon will be essenAal to harness AI's potenAal 
whilst addressing its challenges. 
 
This report serves as a starAng point for MATs and school groups to develop comprehensive strategies 
for AI integraAon, aiming to create learning environments that prepare students for success in an 
increasingly AI-driven world while maintaining the core values of educaAon. 
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Background 
This project arose as a result of a number of mulA academy trusts and families of schools coming 
together with a shared interest in the system leadership provocaAons raised by issues around arAficial 
intelligence. This report is the culminaAon of a project completed between February-July 2024 by 
leaders from a group of MulA Academy Trusts (MATs) and families of schools who collecAvely represent 
the leadership of 413 schools, approximately 32,000 staff and ¼ million young people across England. 
Working together February-July 2024, this group has benefiaed from insights from a number of 
internaAonal thought leaders with experAse spanning across educaAon, business, technology and 
organisaAonal leadership.  
 
This report is designed for those involved in school-specific system leadership, including the many 
stakeholders working within and around schools to support a safe, purposeful and intelligent approach 
to the use of AI by young people and the schools workforce. It provides: 

• A structure to guide school and group leaders as they navigate their way through responding to 
the many provocaAons and consideraAons raised by AI. 

• A series of insights and recommendaAons from school leaders at the very front of conversaAon 
in this space. 

 

What do we mean by AI in schools? 
There are many definiAons of AI and a wide range of opinions about what consAtutes the 'right' 
definiAon. For the purposes of this project, we have been guided by the European Commission High-
Level Expert Group on ArAficial Intelligence definiAon: 
 

“ArAficial intelligence (AI) refers to systems that display intelligent behaviour by analysing their 
environment and taking acAons -- with some degree of autonomy -- to achieve specific goals. 
AI-based systems can be purely soeware-based, acAng in the virtual world (e.g. voice assistants, 
image analysis soeware, search engines, speech and face recogniAon systems) or AI can be 
embedded in hardware devices (e.g. advanced robots, autonomous cars, drones or Internet of 
Things applicaAons).” 

 
This definiAon is not specific to generaAve AI of the sort used by tools like ChatGPT and it is important to 
be clear about what this project refers to by the use of AI, because since the launch of Chat GPT in 
November 2022, the term 'AI' has oeen been incorrectly aaributed just to Large Language Models (LLM) 
becoming accessible to everyday consumers. This misuse of the term AI is unhelpful because it sidelines 
products that uAlise AI funcAonality (e.g. data analyAcs, adapAve learning tools, chatbots, image 
generators etc), and suggests that the presence of AI is on an opt-in basis - ignoring the aggressive 
permeaAon of AI in the everyday lives of children and adults as global ciAzens (e.g. facial recogniAon, 
locaAon tracking, educaAonal user data, organisaAons combining complex personal consumer datasets). 
This is important, because these issues become central to how children and adults experience their lives 
holisAcally - not just within school. With societal issues historically tending to become school prioriAes 
(Brighouse & Waters, 2021), a pro-acAve response to this contemporary consideraAon by school system 
leaders becomes vital. Other naAons, including Singapore have already recognised this and begun a 
country-wide strategic intervenAon, with specific leadership within educaAon. 
 
In a contemporary landscape, conversaAons concerned with AI in schools are likely to be provocaAve, 
and conversaAons which pivot specifically around AI tools are likely to change rapidly from one week to 
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the next. ReflecAng this fast pace of change, a great deal has been wriaen and spoken about AI in 
educaAon, parAcularly in the last few years. A wide range of perspecAves have been seen and heard, 
with many feeling deeply passionate about parAcular viewpoints or issues. This project does not intend 
to replicate those insights, concerns or arguments here. Instead, colleagues wishing to read 
contemporary, evidence based material on AI aimed specifically at school leadership, are instead 
signposted to: 
 

• Co-intelligence: Living and working with AI. Mollick, E. (2024). PorPolio (Penguin Random 
House). 

• Understanding AI for School: 9ps for school leaders (2023) Teacher Development Trust.  
• AI for School Teachers: Luckin, R., George, K. and Cukurova, M (2022), Routledge, London 
• Machine Learning and Human Intelligence: the future of educaAon for the 21st century. Luckin, 

R. (2018) 
• The fourth educa9on revolu9on: will arAficial intelligence liberate or infanAlise humanity: 

Seldon, A., and Abidoye, O. (2018) Buckingham, University of Buckingham. 
 
In the report that follows we first contextualise the field of arAficial intelligence in educaAon with a brief 
review of the literature. We then describe the MAT AI Guidance Framework and provide themaAc 
project findings. With each finding, there are recommendaAons which school and system leaders are 
encouraged to consider in relaAon to their own role and future acAons.  
We very much hope that readers will enjoy reading this report and find that its contents useful as they 
navigate their engagement with AI. 
 

Research about AI in Educa9on Pre ChatGPT 
Way before the launch of ChatGPT on 30 November 2022, AI in educaAon had emerged as a promising 
field with the potenAal to revoluAonise both teaching and learning outcomes. However, the evidence is 
clear that the integraAon of AI in educaAon is not a simple plug-and-play soluAon, but rather a complex 
process that requires careful planning, conAnuous evaluaAon, and adaptaAon to specific educaAonal 
contexts. As AI conAnues to evolve, further research will be crucial in understanding its long-term 
impacts on educaAon and in developing best pracAces for its effecAve and ethical use in teaching and 
learning. 
 
Evidence from the research literature suggests that AI-enabled adapAve learning environments can 
create customised learning experiences that accelerate pupils' self-directed learning (Liang et al., 2021). 
This technology allows pupils to engage in learning acAviAes at their own pace and convenience, while 
also receiving Amely feedback and guidance, with limited reliance on teacher intervenAon 
(Keerthiwansha, 2018; Yong, 2020). 
 
Several studies have found posiAve effects of AI-enabled tools on learning achievement, parAcularly 
through personalised learning and feedback (Lin et al., 2022; Roschelle et al., 2018; Tamim et al., 2021; 
Zheng et al., 2021). For instance, Zheng et al. (2021) found a high effect size of AI-enabled tools on 
learning achievement through personalised learning and feedback in their meta-review of 24 arAcles 
published between 2001 and 2020. Similarly, Lin et al. (2022) reported small to medium significant 
posiAve overall effect sizes of AI-enabled tools in the classroom on pupils' learning achievement. 
 
For language acquisiAon, AI tools have been employed to augment the learning process through error 
idenAficaAon, feedback provision, resource uAlisaAon, and language ability assessment. Learners using 
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these tools exhibited noAceable improvements in their language abiliAes, aotudes, knowledge, and 
usage (Woo & Choi, 2021; Yang & Kyun, 2022).  
 
However, Sharadgah and Sa'di (2022) cauAoned that many AI tools are not suitable for younger learners 
and require thoughPul integraAon into the teaching process, once again highlighAng the importance of 
implementaAon research. Their systemaAc review stressed that despite some promising early evidence 
of AI enhancing and supporAng pupil language learning, many of the tools are not suitable for younger 
learners and have to be integrated into the teaching process thoughPully. The authors also noted that 
the evidence in this space is limited and requires further invesAgaAon. 
 
Regarding the impact of AI on teaching pracAces and workload, the literature suggests that AI can 
facilitate various aspects of teachers' work. AI has shown promise in supporAng lesson planning (Pender 
et al., 2022), assessments (Luckin, 2017; Beailly et al., 2022), and personalised pupil feedback (Molenaar, 
2021; Lim et al., 2020). Celik et al. (2022) found that Amely monitoring of learning processes was one of 
the most prominent advantages of AI in educaAon. 
 
AI can also assist in decision-making by providing suggesAons for learning content based on individual 
pupil preferences and performance data (Fitzgerald et al., 2015). Moreover, AI can generate ideas for 
course acAviAes, which can save teachers Ame and effort in designing engaging lessons (Dalvean & 
Enkhbayar, 2018). In terms of lesson implementaAon, AI can provide Amely monitoring of pupils' 
progress, enabling teachers to track their performance and provide Amely intervenAons when needed 
(Swiecki et al., 2019). 
 
In addiAon, AI can enhance pupil-teacher interacAons by providing opportuniAes for personalised 
learning experiences (Lamb & Premo, 2015). In the realm of assessment, AI can facilitate automated 
evaluaAons, such as automated essay scoring systems, which can streamline the grading process and 
provide objecAve feedback (KersAng et al., 2014). Yuan and colleagues (2020) argue that automated 
essay scoring systems not only enhance the effecAveness of essay scoring but also make it more 
objecAve, reducing potenAal bias in the assessment process. 
 
However, the integraAon of AI in teaching pracAces also raises concerns about job displacement, ethical 
consideraAons, and potenAal biases (Blikstein & Blikstein, 2021). The literature emphasises the need for 
cauAon when applying AI in educaAonal contexts, ciAng instances where AI has led to unintended 
consequences, such as the 2020 A-level grading controversy during the COVID-19 pandemic (Kolkman, 
2020). This incident highlighted the potenAal for AI systems to perpetuate or exacerbate exisAng 
inequaliAes if not carefully designed and implemented. 
 
It is important to note that the effecAveness of AI-enabled adapAve learning tools may vary depending 
on the context. There is a lot to be learnt from implementaAon research, which originated in the field of 
medicine (Peters et al., 2013) and has been adopted within educaAonal technology research to explore 
the way that the circumstances and acAons involved in a technology's implementaAon impact on its 
success or failure (e.g. Allison, 2023). When it comes specifically to AI in educaAon, Chaudhry et al. 
(2022) warn that AI systems trained on data from one educaAonal context may not perform opAmally in 
another, highlighAng the need for careful consideraAon of demographic and contextual factors when 
implemenAng AI in educaAon. For example, an AI system trained on data with mostly primary level 
English white male students from urban independent schools and designed for classrooms with two 
teachers and around twenty students may not work as well in state schools with students from different 
races and genders with thirty-plus students in classrooms. Furthermore, even teachers within the same 



 9 

school, department or year group are likely to uAlise tools differently depending on their pedagogical 
beliefs and life experiences (Aubrey-Smith & Twining, 2024). These nuances result in different lived 
experiences for both teachers and students, creaAng different manifestaAons of impact.  
 
The ethical dimensions of AI systems should be taken into consideraAon before being deployed in 
educaAonal contexts. Baker and Hawn (2021) discuss numerous instances of AI going wrong in the real 
world with devastaAng effects, emphasising the need for rigorous tesAng and evaluaAon of AI systems 
before their implementaAon in sensiAve areas such as educaAon. 
 
As can be seen from this very brief review, research literature was suggesAng promising potenAal for AI 
in educaAon before the launch of CPT. There is evidence that AI can be used to enhance both teaching 
and learning outcomes, yet the literature also emphasises the need for thoughPul implementaAon, 
consideraAon of ethical implicaAons, and awareness of contextual factors that may influence its 
effecAveness. 
 

Research about AI in Educa9on a>er the release of ChatGPT 
It is certainly the case that the rapid advancement of generaAve AI technologies has precipitated a 
significant shie in educaAonal interest in AI. However, whilst recent studies are starAng to illuminate the 
situaAon, it is very early days in the process of gathering evidence about the real impact of generaAve AI 
technologies within educaAon and there is liale empirical evidence to draw on at the current Ame. There 
are a few publicaAons, reviews and metanalysis and this number will grow over Ame. It will be important 
to track this literature to see if the early findings are consistent, and if the situaAon changes as the 
technologies evolve. Sampling from the limited number of papers currently available suggests that while 
AI offers promising opportuniAes for personalised learning and enhanced educaAonal efficiency, it also 
presents substanAal ethical and pracAcal challenges that require careful consideraAon. 
 
The integraAon of AI into educaAon presents both significant opportuniAes and substanAal challenges. 
On the posiAve side, generaAve AI technologies offer significant potenAal to enhance and personalise 
the learning experience. Meniado's (2023) rapid review highlights ChatGPT's capacity to support 
language learning through personalised content generaAon, instant feedback, and extensive pracAce 
opportuniAes. This aligns with the findings of Montenegro-Rueda et al. (2023), who emphasise AI's 
ability to adapt to individual student needs and learning styles, thereby improving student moAvaAon 
and engagement. The implementaAon of AI-powered tutoring systems, exemplified by the NSWEduChat 
iniAaAve in New South Wales, Australia (New South Wales Department of EducaAon, 2024), 
demonstrates the potenAal for AI to provide equitable access to high-quality educaAonal support. Such 
systems are parAcularly beneficial for students in rural and remote areas, addressing issues of 
educaAonal inequality highlighted by Yu and Guo (2023). 
 
AI tools examined in the literature reviewed here, show promise in augmenAng teaching pracAces and 
improving efficiency. Meniado (2023) notes ChatGPT's uAlity in lesson planning, material development, 
and assessment processes. This is corroborated by Samala et al. (2024), who emphasise AI's potenAal to 
reduce teachers' workload by automaAng rouAne tasks such as grading and answering frequently asked 
quesAons. The NSWEduChat case study further illustrates how AI can opAmise teacher Ame and 
facilitate more personalised learning support. 
 
There are also posiAve findings with respect to assessment and feedback. Both Meniado (2023) and the 
NSWEduChat project highlight AI's potenAal in automaAng certain aspects of assessment, such as 
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generaAng exam quesAons and providing detailed feedback on wriaen work. Samala et al. (2024) expand 
on this, noAng that AI can provide instant feedback to students, a feature parAcularly valuable in large 
classroom seongs where individual aaenAon from teachers may be limited. This automaAon could 
significantly reduce the administraAve burden on educators, allowing for more frequent and 
comprehensive assessments. 
 
However, there are also substanAal challenges. For example, one of the recurring themes across the 
literature relates to the ethical implicaAons of AI use in educaAon. Ogunleye et al. (2024) emphasise the 
need for robust ethical guidelines and regulatory frameworks to address issues such as plagiarism, bias, 
and data privacy. This concern is echoed by Samala et al. (2024), who raise alarm about the ease with 
which students might use AI tools for cheaAng or plagiarism, highlighAng the need for robust detecAon 
systems and clear ethical guidelines. 
 
There are also challenges with respect to accuracy and reliability. While AI systems like NSWEduChat 
demonstrate improved accuracy compared to free AI tools, Meniado (2023) cauAons about the potenAal 
for inaccurate responses from AI. This underscores the importance of human oversight and criAcal 
evaluaAon of AI-generated content. Yu and Guo (2023) further emphasise the need for careful design 
and implementaAon to avoid exacerbaAng exisAng educaAonal inequaliAes. 
 
There are also concerns about potenAal skill deterioraAon in learners due to over-reliance on AI tools 
(Meniado, 2023). Educators must strike a balance between leveraging AI support and ensuring students 
develop essenAal skills independently. This aligns with the recommendaAon from Montenegro-Rueda et 
al. (2023) to view AI as a complementary tool rather than a replacement for human educators. 
 
A further area of concern noted is with respect to equity and access. While AI has the potenAal to 
democraAse access to educaAonal resources, as demonstrated by the NSWEduChat project, for example, 
there remains a notable gap in research contribuAons from the Global South (Ogunleye et al., 2024). This 
highlights the need for more inclusive development and implementaAon of AI educaAonal technologies. 
Yu and Guo (2023) stress the importance of considering socioeconomic, cultural, and insAtuAonal factors 
when implemenAng AI in educaAonal seongs to ensure fairness and avoid bias. 
 
As is so oeen the case with new intervenAons, there are also concerns raised about teacher training and 
readiness. Montenegro-Rueda et al. (2023) idenAfy a criAcal gap in teacher training as a major obstacle 
to effecAve AI implementaAon. Their research reveals that many educators feel unprepared to integrate 
AI tools into their teaching pracAces, suggesAng a pressing need for comprehensive professional 
development programmes. 
 
From the parAcular perspecAve of the project being discussed in this report, there are some implicaAons 
for school and system leaders available from this early small literature that align well with the findings 
we report here. For example: 
 

1. Policy Development: Establish clear guidelines for the ethical use of AI in teaching, learning, and 
assessment pracAces. This should include protocols for data privacy and security, as highlighted 
by Yu and Guo (2023). 

2. Professional Development: Invest in comprehensive training programmes to ensure educators 
can effecAvely and responsibly integrate AI tools into their pracAce. This addresses the gap 
idenAfied by Montenegro-Rueda et al. (2023). 
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3. Infrastructure and Security: Develop robust AI infrastructure and security measures to protect 
student data and ensure equitable access. This is crucial given the concerns raised about data 
privacy and security (Yu and Guo, 2023). 

4. Curriculum Adapta9on: Consider updaAng curricula to incorporate AI literacy and criAcal 
thinking skills necessary for an AI-augmented world. This aligns with the need for a balanced 
approach that leverages AI while preserving essenAal human elements of educaAon (Samala et 
al., 2024). 

5. Ongoing Evalua9on: Implement systems for conAnuous evaluaAon of AI tools' impact on 
learning outcomes and teaching pracAces. This addresses the call for longitudinal studies by 
Samala et al. (2024) to understand the long-term effects of AI use in educaAon. 

6. Collabora9ve Research: Engage in partnerships with researchers and developers to contribute to 
the ongoing development and refinement of AI educaAonal technologies. This supports the 
interdisciplinary collaboraAon advocated by Yu and Guo (2023). 

7. Ethical Framework: Develop and implement a robust ethical framework for AI use in educaAon, 
addressing concerns about academic integrity, bias, and fairness (Ogunleye et al., 2024; Samala 
et al., 2024). 

 
The future of educaAon may well be shaped by how effecAvely we navigate this delicate balance 
between innovaAon and responsibility in the use of AI parAcularly generaAve AI. School and system 
leaders are at the forefront of this transformaAon, and their informed decisions will play a crucial role in 
shaping the educaAonal landscape of tomorrow. There is promise and there is challenge, and probably 
the only conclusion that we can draw with any certainty at the moment is that it is imperaAve that those 
involved in leading educaAon insAtuAons and systems embrace learning about AI as a priority. 
 
GeneraAve AI technology is evolving quickly and it is important that we all work together to stay abreast 
of developments, to learn from each other and to speak truth to power, when we have concerns about 
the way these technologies are delivering impact of concern. Yes, there is huge potenAal for posiAve 
outcomes from their use, but there is also a huge amount of uncertainty about exactly what is 
happening when these technologies are being used. If we want to reap the benefits, then we must tread 
carefully while we await future research and evidence about how best to implement and integrate these 
powerful technologies into our educaAon systems. As the field evolves, ongoing criAcal analysis and 
empirical invesAgaAon will be crucial to fully realise the potenAal benefits of AI in educaAon while 
miAgaAng the associated risks. 
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The MAT AI Guidance Framework 
For school system leaders, AI technology and its provocaAons fits within a much broader educaAonal 
leadership landscape. The Ameline of this project included the lead up to a general elecAon with a 
change of government bringing associated poliAcal, economic, accountability and social change for the 
educaAon sector. For mulA-academy trusts, non-poliAcal organisaAons such as the ConfederaAon of 
School Trusts (CST) and the Queen Street Group highlight the importance of schools and trusts as civic 
leaders, embedding resilience and sustainability in organisaAonal planning amidst an oeen rapidly 
changing poliAcal and socio-economic landscape. Contemporary issues, such as how to respond to AI, 
mental health and wellbeing, recruitment and retenAon, curriculum and assessment reform, financial 
pressures and so forth are in abundance; each interconnected and interdependent, yet each requiring 
different forms of strategic and operaAonal acAon. School system leaders are oeen reminded by 
leadership experts, professional mentors and specialist advisory bodies to pivot around a clear vision for 
the purpose and parameters of their organisaAon - a challenge in itself, for leaders already working at 
capacity. 
 
Every trust, school and leader, will bring their own unique combinaAon of skills and experAse, 
background and experience, confidence and uncertainty, to any professional conversaAon. What this 
project has sought to offer is a guided pathway. We extend an invitaAon now, for every school system 
leader to join this shared journey ahead. 
 
The table below outlines the core quesAons and discussions that those involved in this project explored 
in depth over 6 months. The work is framed here as a MAT AI Guidance Framework of 10 quesAon sets.  
 
The first two quesAon sets in the framework have a high level strategic focus and need to be led by the 
CEO of the MAT (or group of schools) drawing in relevant colleagues and stakeholders. The following 
quesAon sets are more operaAonal (albeit at a strategic leadership level), and are likely to be delegated 
to senior leaders, leadership teams and targeted working groups. 
 
The simplicity of The MAT AI Guidance Framework is not intended to suggest a simple pathway, but a 
way of surfacing the strategic thinking required, and then signposAng exisAng partnerships, resources 
and support (rather than duplicaAng the many AI and school related offers that already exist in the 
sector). 
 
Each group of schools is likely to respond uniquely to each quesAon, taking account of the many and 
varied influences affecAng the organisaAon structurally, as well as the individual people within those 
structures. Themes and insights that have arisen from across this project group are shared later in this 
report, along with associated recommendaAons.
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Table 1: 10 Key Ques/on Sets for Leaders 

Key Areas of Interest Ques9ons 

Strategy & Vision 

What does our organisaAon exist to achieve? 
What does this mean for our learners, staff & families?   
How is our educaAon model achieved, and why is that the case? 
What are the outcomes that we most value? 

The Role of AI 

Within this vision, what should the role of AI be?  
How might AI support or challenge the vision?  
Which role & remit (who) will hold overall strategic and/or operaAonal leadership of AI?  
How might AI impact our organisaAonal structures and decision-making processes? 
How do we ensure AI enhances rather than replaces crucial human interacAons? 
What aspects of our work should remain primarily human-driven, and where can AI add the most value? 
How can we contribute to and learn from broader discussions about AI in educaAon at [inter] naAonal level?  

Governance & 
Safeguarding 

What governance and accountability frameworks need to be in place? 
What are our AI Safeguarding responsibiliAes?  

Finance, Data & 
Technology 

What costs and savings should be considered? 
What is the most appropriate data management plan for our organisaAon? 
What technology and infrastructure are required across our stakeholder groups? 
What infrastructure and resources will we need to support evolving AI technologies? 

People & Community 

What does implementaAon mean for our organisaAon? 
What training should be offered to stakeholders and when? 
What support should be put in place for different stakeholders? 
How can we effecAvely communicate our AI strategy to parents, governors, and the wider community? 
What opportuniAes exist for collaboraAon with other schools, MATs, or organisaAons in AI implementaAon? 
How do we balance innovaAon with community expectaAons and values? 

Staff Development 

What training and support do our staff need to effecAvely integrate AI into their work? 
How should the potenAal digital divide among staff be addressed to ensure equitable AI competency? 
How should the human elements of working pracAces be maintained and enhanced as AI becomes more prevalent? 
How can we use AI to free up Ame for more meaningful interacAons between staff, students, families and our wider 
community? 
What opportuniAes exist for using AI to enhance collaboraAon and resource sharing across our MAT? 
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Key Areas of Interest Ques9ons 

Curriculum & 
Assessment 

How do we prepare our students for an AI-influenced future workforce and society? 
How should we adapt our curriculum to incorporate AI literacy and emerging skills? 
What role should AI play in our assessment pracAces, and how do we ensure fairness and accuracy? 
To what extent can AI support personalised learning pathways, in harmony with our wider educaAonal vision?  

Equity & Access 
How do we ensure equitable access to AI technologies across our schools and student populaAons? 
What strategies can we employ to bridge digital divides and socioeconomic dispariAes in AI access? 
How can we use AI to enhance inclusivity and support diverse learning needs? 

Ethical Considera9ons 
How do we teach stakeholders to criAcally evaluate AI-generated content and use AI ethically? 
What safeguards should we put in place to protect stakeholder data and privacy? 
How do we address potenAal biases in AI systems and ensure fair treatment of all stakeholders? 

Monitoring & 
Evalua9on 

How should the impact of AI on our vision, strategies and operaAons be evaluated? 
How can we gather both quanAtaAve and qualitaAve data to assess AI's effecAveness? 
How frequently should we review and adjust our AI strategy based on evidence of impact? 
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Insights from Mul5-Academy Trusts 
This report is the culminaAon of a project bringing together leaders from a group of MulA Academy 
Trusts (MATs) and families of schools who collecAvely represent the leadership of 413 schools, 
approximately 32,000 staff and ¼ million young people across England.  
 
The MATs involved ranged in size 
from very small (2-5 schools) 
through to very large ~100 schools) 
and provide educaAon for children 
aged 3-19, including through 
mainstream, special, alternaAve 
and nurture provision. Schools 
within these MATs are spread 
across England and represent 
catchments ranging from areas of 
high socioeconomic deprivaAon to 
more affluent areas, and intakes 
represenAng a breadth of pupil and 
family characterisAcs.  
 
Throughout the project, 
parAcipants took part in more than 
40 different synchronous and 
asynchronous targeted data 
generaAon acAviAes including 
roundtable discussions, research 
interviews, polling and surveys, 
collaboraAve boards and document 
construcAon, use-case design, 
small group discussions, document review, and feedback on reading tasks. 
 
The findings from these acAviAes have been converted into a set of recommendaAons that speak to 
the majority, but not all, of the secAons within The MAT AI Guidance Framework outlined in Table 1 
(reflecAng the limitaAons of data generaAon over a 6 month period).  
 
The key overarching finding across all of the MATs parAcipaAng in this project is that no-one 
considers themselves as having addressed or solved all of the issues that are arising as a result of the 
provocaAons raised by AI. Whilst educators are known for their self-deprecaAon, this AI-specific view, 
shared by the majority of the sector, simply reflects that we are at a relaAvely early stage of 
mainstream AI presence and use.  
 
Colleagues who took part in this project had job Atles which were many and varied, but can be 
broadly grouped under the headings seen below, reflecAng which leadership role these parAcular 
MATs assigned responsibility for AI to prior to this project. 
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Many of the MATs and parAcipants involved in this project have already been acAvely supporAng AI 
awareness raising across the wider schools sector, including through conference presentaAons and 
workshops, provision of INSET and staff training, sharing of resources, leadership of support 
networks and informal support. Part of their role typically includes awareness raising within their 
own MAT - which for many includes a large number of schools and hundreds or thousands of staff.  
 
It is important to highlight that this group is not representaAve of the wider sector. Wider datasets 
gathered indicate that this project group were significantly more informed and confident about AI 
and its associated consideraAons than typical schools and educators at this point in Ame.  
 
Those reading this report who are seeking detailed insights and school/trust based experAse are 
encouraged to reach out to those involved in this project (see project team list).  
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Recommenda5ons 
SecAons below set out 28 recommendaAons based on specific themes that emerged through this 
project. These recommendaAons are likely to be of interest to school and system leaders, policy 
shapers and makers, those involved in governance, accountability and communicaAons, 
organisaAons providing AI related products and services, and the wider educaAon ecosystem.  
 
The high level recommendaAons are grouped here under consideraAons relaAng to:  

• How MAT leaders conceptualise AI 
• AI use by children and young people 
• Knowledge, accuracy and reliability 
• Safeguarding, data and privacy 
• Staffing and workforce 
• Curriculum, assessment and classroom pracAce 
• School support 

 
These recommendaAons are not exhausAve, nor do they aaempt to claim extensive coverage across 
all aspects of AI consideraAon. However, the recommendaAons, combined with the MAT Guidance 
Framework (Table 1), aim to offer material and insights shared by those who are pathfinding in this 
space, for the benefit of the wider sector.    
 

Considering how MAT leaders conceptualise AI 
1. Tailor AI leadership resources to reflect diverse perspec9ves and priori9es. Encourage 

leaders to recognize their own strengths and potenAal blind spots regarding AI 
implementaAon. This approach will foster a more comprehensive understanding of AI's 
implicaAons in educaAon and promote openness to considering previously overlooked 
aspects of AI integraAon. 

 
2. For MAT leaders, invest 9me in examining personal belief systems, encompassing both 

pedagogical and leadership philosophies. For MulA-Academy Trusts (MATs), consider Be 
Ready's MAT CEO mentoring programme which incorporates leadership experAse from 
renowned figures such as Andy Buck and Mary Myaa, alongside current MAT CEOs involved 
in this project, offering valuable insights for self-reflecAon and professional growth. 
 

3. Highlight the importance of engaging with contemporary research. This ensures a current 
understanding of prioriAes, issues, and soluAons for common challenges and opportuniAes. 
Those working in this space are strongly encouraged to contribute to research as well as to 
consume published research.   
 

Considering AI use by children and young people 
4. Make AI awareness training available for students, families, and staff (including 

governance). Focus on transparency about appropriate AI use, explaining suitability through 
real-life examples rather than just policy. This approach will help stakeholders make informed 
decisions about AI use in both educaAonal and real-world contexts, fostering criAcal thinking 
and digital literacy. 
 

5. Consider conduc9ng in-depth, anonymous studies within schools to inves9gate how and 
why students use genera9ve AI outside of school hours. Involve students, families, and 
teachers in the research, focusing on specific tasks and contexts. This approach will yield 
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richer insights into the psychology of young people surrounding AI use, moving beyond 
surface-level generalisaAons to inform more effecAve educaAonal strategies and policies. 

 
6. Consider further research into stakeholders' percep9ons of AI use, par9cularly genera9ve 

AI, by different par9es in the educa9onal ecosystem. Focus on how these percepAons 
impact relaAonships, exploring aspects such as trust, credibility, fairness, equality and equity. 
This research will provide valuable insights to help navigate the complex social implicaAons 
of AI adopAon in educaAon and inform policies that promote posiAve relaAonships amongst 
all stakeholders. 

 

Considering Knowledge, Accuracy & Reliability 
7. Address the complex challenges of AI bias and misinforma9on in educa9on. This could 

include expanding understanding of AI bias beyond output to include design, auto-marking, 
and adapAve products, as well as tackling the growing mistrust in human interacAons and 
content credibility due to AI-generaAon. This might include, introducing AI and digital literacy 
as core subjects, embedding philosophical and social thinking across all year groups and 
developing whole-community educaAon programmes on AI for learners, staff, and families. 
This approach will help foster a more nuanced understanding of AI's impact and build 
resilience against misinformaAon across your educaAonal community. 
 

8. When considering future curriculum and assessment reforms, carefully examine how 
specific technologies, including AI, implicitly shape pedagogical approaches in curriculum 
design and classroom prac9ce. Pay parAcular aaenAon to the impact these embedded 
pedagogies have on teacher job saAsfacAon and children’s sense of idenAty as learners. This 
nuanced understanding will help create more balanced and effecAve educaAonal strategies 
that harness technology's benefits whilst preserving the core values of teaching and learning. 
 

9. Priori9se assessment reform as a key strategy to address many of the challenges posed by 
AI in educa9on. Consider alternaAves such as 'assessment when ready' approaches and 
evaluaAon methods that emphasise knowledge applicaAon alongside recall, discussion and 
stakeholder-validated evidence. These alternaAves may help create a more flexible, relevant 
assessment system that beaer reflects learner capabiliAes in an AI-enhanced world, whilst 
miAgaAng concerns about AI-enabled cheaAng. 

 

Considering Safeguarding, Data & Privacy 
10. Develop a comprehensive AI governance strategy that addresses children's rights, data 

protec9on, and safeguarding in the evolving educa9onal technology landscape. This 
approach will enable your trust to proacAvely manage the risks and opportuniAes presented 
by AI in educaAon, whilst ensuring compliance with current and future ethical and legal 
standards. To support this acAvity, engage with children's rights organisaAons and 
government bodies; Implement specialised AI-related safeguarding training; Contribute to 
and uAlise a centralised repository of Data ProtecAon Impact Assessments (DPIAs); regularly 
review and renegoAate technology contracts to account for emerging AI features, an 
maintain ongoing awareness of AI developments in educaAon. 
 

11. Advocate for and support the development of a centralised repository for Data Protec9on 
Impact Assessments (DPIAs) specific to educa9onal technology tools. This resource should 
be accessible to individual schools and trusts, allow for customisaAon to suit specific 
organisaAonal needs and contain core content from suppliers regarding data security and 
processing. By centralising these resources, we can significantly reduce duplicated efforts 
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across the educaAon sector, streamline compliance processes, and ensure more consistent 
data protecAon pracAces whilst maintaining the flexibility needed for diverse educaAonal 
seongs. 
 

12. Proac9vely address the challenges posed by AI that is being integrated into exis9ng 
educa9onal technologies. As data controllers, schools and trusts are responsible for data 
safety, yet suppliers oeen have more insight into new AI features. To manage this, regularly 
audit your digital tools for AI addiAons, engage with suppliers about these changes, and 
consider renegoAaAng contracts to clarify AI-related data protecAon responsibiliAes. Invest 
in AI training for staff and explore forming consorAa with other trusts to increase leverage 
with suppliers. This approach will help ensure your data protecAon measures keep pace with 
evolving AI integraAon in your technology stack. 

7 Key quesAons to miAgate risks: 
1. Have the relevant regulaAons been considered? (e.g. GDPR or EU AI Act) 
2. Will the AI be collecAng data and where will this data be shared and stored? 
3. Will any sensiAve data (such as personally idenAfiable informaAon) be 

collected? 
4. Have the intended users of the AI received training about the benefits and 

risks of using AI and best pracAce on how to miAgate the risks? 
5. Have all stakeholders been informed that AI is being used and consent 

obtained as needed? 
6. Does the use of AI align with your goals and is an evaluaAon plan in place? 
7. Has the AI model being used been idenAfied and checked for known risks? 

 

Considering Staffing & Workforce 
13. Support fresh research into how AI is reshaping the teacher's role. Partner with bodies like 

The Chartered College of Teaching, Teacher Development Trust, ASCL, NaAonal College and 
InsAtute of Teaching to explore AI's impact on teacher professionalism, educaAon and 
development. Use findings to revamp teacher training, conAnuing professional development 
and our understanding of teaching experAse in an AI-enhanced seong. This proacAve 
approach will beaer equip our teaching workforce for the future, ensuring AI integraAon 
bolsters rather than undermines the vital role of teachers. 
 

14. Support research into how AI may affect MAT organisa9onal func9ons and staffing. 
Similarly to the recommendaAon above, taking part in sector wide discussions about 
evolving organisaAonal prioriAes, needs and associated staffing could offer helpful insights in 
relaAon to recruitment, professional development and retenAon. Support the creaAon of a 
naAonal working group to idenAfy MAT funcAons that could benefit from AI, informing future 
staffing and policy strategies. 

 

Considering Curriculum, Assessment & Classroom Prac9ce 
14. Par9cipate in the upcoming curriculum review to integrate AI literacy across all educa9onal 

stages. Engage with the DfE Curriculum Review NaAonal Roadshow in 2025, and draw upon 
experiences of MATs already implemenAng AI literacy programmes. In addiAon, promote the 
exploraAon of pedagogical beliefs among staff, using resources like ‘From EdTech to PedTech’ 
(Aubrey-Smith & Twining, 2024), to foster increased reflecAon and understanding.  
 

15. Recognise and respond to the evolving career landscape shaped by AI's pervasive influence 
on society. Adapt curriculum and skills development programmes to beaer prepare Gen 
Alpha (current primary-aged learners) and Gen Z (current secondary-aged learners) for 
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future career pathways. Focus on culAvaAng skills likely to be in high demand, such as data 
science and entrepreneurship. This forward-thinking approach will ensure that young people 
are equipped with the competencies needed to thrive in an AI-driven job market, enhancing 
their future employability and adaptability. 

 
16. Advocate for and support the development of a more precise categorisa9on system for 

educa9onal tools, par9cularly those incorpora9ng AI. This should clearly disAnguish 
between tools that enhance teacher workflow and producAvity, and those that directly aid 
the teaching or learning process. Engage with organisaAons such as EVR, AI in EducaAon and 
EdTech Impact to lead this iniAaAve. A clearer categorisaAon will enable more informed 
decision-making when selecAng and implemenAng educaAonal technologies, ensuring that 
the tools adopted genuinely align with pedagogical goals and operaAonal needs. 

 
17. Champion and conduct small-scale impact studies on AI use in your schools. Begin with 

simple, low-risk intervenAons like using AI image generators to enhance wriAng tasks. These 
studies offer a safe 'way in' to introduce AI tools across primary and secondary classrooms 
with minimal technology and training required. Document and share findings to contribute 
to the growing body of knowledge on AI in educaAon. Encourage collaboraAon between 
schools to build a diverse range of case studies. These small-scale studies will provide 
valuable insights into the pracAcal implementaAon of AI within the context of curriculum, 
pedagogy, assessment, and safeguarding concerns. 

 
18. Advocate for the inclusion of key AI considera9ons in ini9al teacher educa9on 

programmes. Work with iniAal teacher training providers, universiAes, and relevant 
educaAonal bodies to develop a concise yet comprehensive module on AI in educaAon. By 
ensuring new teachers enter the profession with this knowledge, we can foster a workforce 
that is beaer prepared to navigate the evolving AI landscape in educaAon, make informed 
decisions about AI integraAon, and model responsible AI use for young people. 
 

Considering School Support 
19. Leverage the exis9ng infrastructure of support networks to support your schools. NaAonal 

networks (e.g. EdTech Hubs and Challenge Partner Trust Leaders), and those with regional 
hubs, are well-posiAoned to offer scalable. Tapping into these resources offers access to 
shared experiences, best pracAces, and pracAcal insights from peers across the country. This 
collaboraAve approach supports the navigaAon of the many challenges of AI more effecAvely, 
ensuring educaAonal innovaAon whilst avoiding common piPalls. 
 

20. Diversify your school's research approach by reducing reliance on purely quan9ta9ve 
methods. Whilst iniAaAves like Research Schools and NPQs have improved research skills, 
there is a need to embrace more qualitaAve approaches. This is crucial when evaluaAng AI in 
educaAon, where understanding human intelligence is key. This balanced approach will 
ensure your school values human intelligence alongside technological advancements, leading 
to more insighPul evaluaAons of AI in educaAon. 

 
21. Advocate for the establishment of a non-poli9cised, non-commercialised body to help 

filter the overwhelming influx of AI tools and resources in educa9on. This organisaAon 
should develop a robust, context-sensiAve framework to evaluate these tools, helping to 
idenAfy those most relevant and impacPul for specific school environments and individual 
prioriAes. This would reliable, tailored informaAon, streamlining decision-making process 
and ensuring more effecAve implementaAon of AI resources. 
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22. Seek out and u9lise guidance on using genera9ve AI for school communica9ons, such as 

report wri9ng and le[er dra\ing. Encourage organisaAons like The Key, the ConfederaAon 
of School Trusts (CST), or relevant unions to develop and share template policy points and 
best pracAce guidelines. AdopAng clear, well-informed policies on AI use in administraAve 
tasks, will ensure consistent and ethical applicaAon across individual schools or across a 
trust, whilst potenAally improving efficiency and communicaAon quality. ProacAvely 
engaging with these resources will support those involved in navigaAng the integraAon of AI 
into administraAve processes responsibly and effecAvely. 

 
23. Pro-ac9vely par9cipate in discussions with media partners to ensure that coverage of AI in 

educa9on is nuanced, accurate, and grounded in real-world experiences from the school 
system. This approach will foster a more informed public discourse, helping to build trust 
and understanding around AI's role in educaAon amongst all stakeholders. By offering 
experAse and experiences to these organisaAons the sector will be providing evidence-based 
examples and stories that showcase the realisAc impact of AI in educaAon. This will serve to 
counteract over-generalised hype, unwarranted scaremongering, or exaggerated promises of 
transformaAon. 
 

Considering Policy (local & na9onal) 
24. Support a comprehensive AI literacy and awareness training for all professionals involved 

in educa9on policy, inspec9on and accountability roles. This training should be on par with 
that provided to school leaders and teachers. AddiAonally facilitate opportuniAes for these 
system-based colleagues to visit and engage with school leaders who are acAvely 
implemenAng AI iniAaAves. This direct engagement will contribute to a more informed and 
nuanced understanding of AI's role in educaAon across the wider system. This approach will 
help align policy, inspecAon, and accountability measures with the realiAes of AI 
implementaAon in schools, ensuring more effecAve and supporAve frameworks for AI 
adopAon in educaAon. 
 

25. Encourage those leading on policy and accountability to define the parameters around 
what they will and will not lead in rela9on to AI. This clarity, alongside clear expectaAons 
about the implicaAons of those parameters will allow the sector to work together more 
effecAvely – with schools, systems, suppliers and the wider educaAon ecosystem clear on 
what each can do to support each other.    
 

26. Encourage a revision of the 1:1 device provision policy as part of the Na9onal Curriculum 
review. Highlight the potenAal for AI to exacerbate exisAng inequaliAes if access to 
technology is not addressed. Emphasise that many MATs have already achieved or are 
working towards a 1:1 device-to-student raAo. IniAate and parAcipate in naAonal 
conversaAons about addressing the inequaliAes between schools and MATs that do and do 
not offer this contemporary toolkit to their students. Stress the importance of providing 
equal opportuniAes for all learners to develop digital literacy and AI skills, regardless of their 
school's financial situaAon or leadership prioriAes. Championing this cause will help to 
ensure that all students have the opportunity to develop the digital skills necessary for 
success in an AI-driven world, reducing the risk of widening educaAonal inequaliAes. 

 
27. Engage with marketplace solu9ons like EdTechImpact and supplier associa9ons such as 

BESA to advocate for improved filtering and quality assurance mechanisms for AI-related 
educa9onal products. ParAcipate in discussions to help define 'quality' in the context of AI 
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educaAonal tools, ensuring that the evaluaAon process aligns with real-world educaAonal 
needs and values. AcAvely contribuAng to this process will help to shape a more navigable 
and trustworthy AI marketplace for schools, enabling more informed decision-making. 

 
28. Ac9vely engage with organisa9ons developing innova9ve schooling models to explore AI's 

poten9al in enhancing not only individual opera9ons but also inter-model rela9onships. 
Collaborate with networks such as the DfE's InnovaAon Unit, The Open School, CST, Trust 
Leaders, and Queen Street Group to facilitate discussions on how AI can: support mulA-MAT 
collaboraAons; enhance blended learning network; improve Open School models and bridge 
gaps for learners moving between different educaAonal structures. This approach can lead to 
smoother transiAons for learners, more efficient resource sharing between insAtuAons, and 
a more cohesive, supporAve environment for the wider school community. 

 



 23 

Conclusion 
The findings from this project involving 23 groups of schools, represenAng over 400 insAtuAons and a 
quarter of a million young people across England, reveal that AI technologies are catalysing profound 
reassessments of educaAonal paradigms. These reassessments encompass all aspects of educaAon, 
including learning, teaching, curriculum, assessment, and systemic structures. 
 
MulA-Academy Trusts (MATs), alongside other groups of schools, face the complex task of navigaAng 
these transformaAons. They must carefully weigh AI's potenAal benefits against ethical 
consideraAons and the fundamental human aspects of educaAon. While there is palpable 
enthusiasm for AI's educaAonal prospects, significant apprehensions persist regarding its 
implementaAon, ethical usage, and effects on pedagogical pracAces. 
 
This research underscores the need for a judicious, ethical, and strategic approach to AI integraAon in 
educaAon. MATs must develop clear AI strategies and robust governance frameworks that address 
criAcal areas such as staff development, curriculum adaptaAon, equity and access, and ethical 
consideraAons. These strategies should aim to enhance learning experiences and tackle emerging 
challenges whilst preserving the essenAal human elements that underpin effecAve educaAon. 
 
A recurring theme throughout this research is the importance of maintaining a balance between 
technological innovaAon and the human-centred aspects of educaAon. As AI technologies become 
more prevalent, there is a pressing need to redefine the roles of learners and educators, equipping 
students with both AI literacy and criAcal thinking skills, while supporAng teachers in their transiAon 
to facilitators and guides in AI-enhanced learning environments. 
 
The findings of the project reported here also highlight the potenAal for AI to personalise learning 
experiences, streamline administraAve tasks, and provide data-driven insights. However, MATs must 
thoughPully address concerns about data privacy, ethical use of AI, and the potenAal exacerbaAon of 
exisAng digital divides as they incorporate AI into their strategies. 
 
As we look to the future, it is clear that the integraAon of AI in educaAon will require ongoing 
collaboraAon, research, and adaptaAon. MATs and school groups must remain agile, conAnuously 
evaluaAng the impact of AI on their educaAonal pracAces and adjusAng their strategies accordingly. 
They must also engage with broader stakeholders to ensure that AI implementaAon aligns with 
community values and expectaAons. 
 
The ulAmate goal when it comes to AI in educaAon, is to harness AI's potenAal to enrich and 
transform educaAonal pracAces, ensuring they remain relevant, inclusive, and aligned with evolving 
societal needs. By approaching AI integraAon thoughPully and responsibly, MATs and school groups 
can navigate the provocaAons of AI and shape a future of educaAon that is both technologically 
advanced and deeply human-centred. 
 
The journey ahead is complex and mulAfaceted, but by working together, sharing insights, and 
maintaining a focus on ethical and effecAve implementaAon, MATs and school groups can create 
learning environments that prepare our students for success in an increasingly AI-driven world. 
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MAT Trends, Insights & Recommenda1ons 

Overview 
The 39 school system leaders involved in this group collecAvely represent the leadership of 413 
schools, approximately 32,000 staff and ¼ million young people across England1. Each group of 
schools nominated 1-2 leaders into this project which in itself reflected how leadership of AI had 
been allocated within that parAcular organisaAon.  
 
The group came together for 7 in-person and virtual sessions over a 6 month period, benefiong from 
a range of internaAonal thought leaders as guest speakers - each of whom iniAated thinking and 
discussion based around provocaAons in relaAon to aspects and issues outlined in the MAT AI 
Guidance Framework. Project parAcipants took part in more than 40 different synchronous and 
asynchronous targeted data generaAon acAviAes including roundtable discussions, research 
interviews, polling and surveys, collaboraAve boards and document construcAon, use-case design, 
small group discussions, document review, and feedback on reading tasks.  
 
The findings from these tasks is summarised below under the following headings:  

● Trends in relaAon to how MAT Leaders conceptualise AI 
● Trends in relaAon to AI use by Children and Young People 
● Trends in relaAon to Knowledge, Accuracy and Reliability 
● Trends in relaAon to Safeguarding, Data & Privacy 
● Trends in relaAon to Staffing & Workforce 
● Trends in relaAon to Curriculum, Assessment & Classroom PracAce 
● Trends in relaAon to School Support 
● Trends in relaAon to Policy (local & naAonal) 

 
These trends cover the majority, but not all, of the secAons within The MAT AI Guidance Framework 
above, reflecAng the limitaAons of data generaAon over a 6 month period. 
 
Individual MATs and parAcipants have not been idenAfied within the findings set out below, but 
there is a full list of parAcipant names and organisaAons involved at the end of this report should 
readers wish to engage directly with any parAcipant for follow-up conversaAon.   
 
Finally, the trends and insights in this report should not be viewed as representaAve of the wider 
schools sector because those parAcipaAng were a self-selecAng group based on having a parAcular 
interest in both AI and school system leadership.  
 

Trends in rela5on to how MAT leaders conceptualise AI 
Across the parAcipaAng MATs, there appear to be some notable trends in how AI is being 
conceptualised. First, there are those who are taking deliberately high level strategic approaches that 
take account of policy, data architecture and infrastructure, privacy and security and training - these 
tend to be larger MATs with significant centralised staffing capacity and specialist experAse to lead on 
these maaers, and oeen leadership stemming from the IT industry or business, or educaAonal 
leaders with a compuAng subject specialist background. However, in some cases, individual schools 

 
1 For full details see ‘Co-Author’ list at the beginning of this report. 
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and employees within these MATs see this strategic approach as creaAng a void of inacAvity, and 
consequently find discrete workarounds that enable them to uAlise tools that they feel appropriate 
based on their individual professional judgement. Second, there are those who take what might be 
described as an informal AcAon Research approach - seong in place guidance policies and training, 
and establishing responsive working groups that surface issues, seek out soluAons and engage in 
very agile mulA-stakeholder communicaAon. These tend to be mid size and smaller MATs, with AI 
leadership oeen siong with individuals with experAse which forefronts values-led approaches to 
educaAon over subject specialism or funcAon; oeen in the primary sector. Finally, there are those 
who may or may not have created short term miAgaAons to risks that have been idenAfied to them 
by third parAes (e.g. DfE, Ofsted or Union guidance), and who may or may not have implemented 
basic AI awareness training and/or AI policies. These schools/groups might be characterised as led by 
accountability mindsets, but are oeen confidently uninformed - in other words, they believe that 
they have taken all current necessary acAon, and that otherwise, AI related acAviAes are not seen as 
an immediate priority.  
 
It is important to note that this crude categorisaAon of schools/groups/MATs alludes to a relaAonship 
with MAT size (e.g. large, mid and small MATs or LAs and individual schools), or phase (e.g. primary, 
secondary). However, it is likely to be a simple correlaAon rather than a causal relaAonship. The 
approach adopted (either intenAonally or implicitly) by a school or MAT is more likely to be defined 
by 2 key influences. The first is the extent to which the most senior leader in the organisaAon is 
meaningfully engaged with the issues around AI. This sets the scope of AI consideraAons as either 
‘organisaAon wide’ or delegated to a parAcular funcAon, department, or individual (which in turn 
then broadly sets the scope and parameters that the AI leadership works within). The second is the 
professional and personal background of the person taking the lead role for the organisaAon in 
championing thinking and engagement with what they define as the important consideraAons. If the 
person leading on AI consideraAons has an HR/People, Finance/OperaAons, Data/IT background, 
then their framing around the use and implicaAons of AI across the organisaAon will be shaped by 
that experAse and in turn aligned with business or operaAonal prioriAes. Similarly, with those from 
educaAon backgrounds, subject and/or phase specialism plays a very strong influencing role. For 
example, an execuAve leader with an educaAon background as a secondary STEM teacher will be 
more aligned with a business leader’s focus on systems and processes, whereas an execuAve leader 
with a background as a (non STEM based) primary classroom teacher will be more aligned with a 
focus on inclusion, relaAonships and holisAc human development. With regard to AI - and indeed 
wider system leadership - both are important, but the background of the leader directly demarcates 
which is forefronted for the organisaAon. This shapes the overall posiAon that the MAT/group 
consequently takes on AI - seong in place organisaAonal percepAons that AI should be aaended to 
as part of business strategy or educaAonal strategy.  
 
There are paaerns about who leads AI in different sizes of MATs (or groups of schools) and associated 
challenges. For example, larger trusts oeen (but not always) have central teams with specialist 
knowledge around data, IT, potenAally AI, and project management. These organisaAons are in a 
good posiAon to project manage, think about complex operaAonal consideraAons and plan scaled 
implementaAon projects. However, at school and classroom level these plans are someAmes 
perceived as out of touch with pracAcal realiAes and can create significant variance between schools 
within the organisaAon, as well as individual schools oeen conducAng their own plans ‘despite’ the 
trust wide implementaAon or plans. In mid-sized MATs the role of AI oeen relies on someone who is 
based in school with parAcular enthusiasm and clear ideas for AI but who is likely to have less 
capacity, and potenAally less of an opportunity, to scale ideas and pracAce beyond their immediate 
environment (e.g. their own school, department, cluster or working group). AI enthusiasts tend to be 
a CompuAng Teacher, IT lead or Digital Champion which means that those who are not technology-
minded see it as technology or subject-specific and not as relevant to other subjects/phases/roles. In 
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smaller MATs, AI leadership can oeen depend on a specific person who is given some responsibility 
either in leading, training or disseminaAon. Consequently, acAons pivot around individual people’s 
knowledge and passion projects which tends to be short term due to such enthusiasts oeen moving 
roles or organisaAons quicker than other staff. 
 
Research concerned with educaAonal leadership more broadly highlights the importance of leaders 
exploring and understanding their own embedded belief systems and how these permeate through 
thinking and decision making. Data collated through this project aligned with this senAment. For 
example, when asked about their pedagogical beliefs, 48% of project parAcipants viewed knowledge 
as an informaAon recall system (rather than individually constructed mental models or socially 
developed models), with just 3% of parAcipants maintaining that view when asked about ways in 
which people learn (e.g. informaAon processing versus individually constructed mental models, or 
socially developed models). This inconsistency in stated beliefs is not unusual, and does not 
necessarily reflect contradicAon or lack of understanding by respondents. Instead, wider studies 
suggest that this simply reflects educators lack of clarity about their own thinking and their own 
embedded beliefs. Given the significant variance and implicaAons of educaAon leaders beliefs and 
how this appears to significantly influence their approaches to AI in educaAon, this is potenAally an 
important insight.  
 
Approximately half of the MATs in this project are prioriAsing business-oriented foci in relaAon to AI 
tool applicaAon (with a roughly even split across HR/People funcAons and Data/Analysis efficiencies), 
and approximately half are focused on AI tools as directly applicable to educaAon (with the majority 
focused on teacher workload and teacher task producAvity). This insight - where the focus tends to 
be on adults, and in parAcular with administraAve funcAons, contrasts slightly with the evangelist 
hype posiAoning across the sector at present - which tends to predominantly champion AI as 
changing the future and face of learning and individualised learning pathways.   
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Trends in rela5on to AI use by children and young people 
A number of leaders spoke about the limited knowledge that many schools, teachers, and parents 
have about what their children are accessing outside of school and how they are engaging with AI 
tools directly and indirectly. This aligns with insights directly from students (both primary and 
secondary) who talk about their use of AI tools (parAcularly Gen-AI such as ChatGPT and Gemini) and 
their belief that their parents and teachers do not know that they use them, or know how to use 
them. It is not known how widespread this ‘hidden’ use of AI is, but the emerging issue is that there 
is a clear lack of awareness from families and schools about the reality of young people using AI 
already. This ‘blind spot’ is compounding the risks associated with a lack of AI literacy - for all 
stakeholders, e.g. safeguarding risks, trust issues, appropriate and criAcal use, and intelligent 
applicaAon.  
 
Many MATs had surveyed their student body to idenAfy which children are already using AI. Those 
who offered the opportunity to respond anonymously tended to find a higher number of students 
confirmed acAve AI use. This variance was parAcularly notable for those working with key stage 2 
and key stage 3 children for whom there are publicly communicated age limitaAons on the use of 
some technologies. Whilst these informal survey approaches varied methodologically, the general 
trend across this group appears to be that a majority of students in year 6 (age 10-11), and above are 
aware of AI and have used it in some form, usually outside of school and oeen on a smartphone. 
Those involved in classroom research (e.g. working with academic partners), report that many 
students from Year 6 and above report that they are using AI as part of homework assignments, and 
oeen with a percepAon that their teachers are unaware that they are doing so. Students tend to 
speak about this openly (unless asked directly in person by a teacher or leader at their school), 
expressing significant frustraAon that they are told not to use AI, but that AI use is permeaAng ‘the 
real world’; that they believe they need to learn how to use it; and that they see its use for 
homework as part of them teaching themselves how to use it. These students wish to be proacAve in 
learning tools that they see as criAcal for their future employment. This mismatch between what 
students perceive as necessary and relevant for them to learn, and what they feel that their school is 
allowing or prevenAng them from learning, is creaAng a fricAon and level of disenchantment with the 
schooling system. Importantly, students oeen said they were not intending to use AI to ‘cheat’ but to 
save Ame or help them get started on a task - a subtlety oeen overlooked by those reporAng or 
discussing student use. 
 
Plagiarism using Gen-AI has been the subject of many discussions across the sector, but is not quite 
the issue that the media and some policy makers perceive it to be. Most forward-thinking MATs see 
the concern around Gen-AI use in this way as a symptom of underlying issues - namely: assignments 
being set that only require low levels of cogniAve engagement (and are thus easy for AI prompts to 
produce); exisAng assessment policies and norms being about knowledge recall rather than deeper 
criAcal engagement with subject material (thus lending themselves to automated informaAon 
processing behaviours - whether AI, digital or otherwise); assignment design lacking in imaginaAon 
(thus not engaging students in subject maaer or process meaningfully and thus constraining intrinsic 
moAvaAon to engage with the material); or curriculum lacking in personal relevance for students 
(and thus not encouraging or moAvaAng student engagement). Most MATs spoke about their 
approach to cases of students using AI dishonestly as a behavioural maaer not a technology maaer, 
and that the focus on anA-plagiarism soeware is more aligned with a policing approach rather than 
educaAonal approach. SoluAons to plagiarism issues were seen as relaAng to task design, AI literacy 
for all stakeholders, and strongly rooted in human relaAonships and behavioural expectaAons. 
Related to this, some leaders spoke about research they had carried out within their organisaAons 
looking into how students were using Gen-AI, reporAng figures of around 50% of anonymised 
respondent students confirming use of Gen-AI as part of homework. However, what these lines of 
inquiry oeen did not disAnguish between was the use of Gen-AI to ‘help’ with homework (e.g. for 
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troubleshooAng, or to aid with blank page syndrome) versus the use of Gen-AI to ‘do’ homework 
(e.g. plagiarism), and so the relaAonship between Gen-AI and homework tasks is not yet fully 
understood. Classroom discussion across these groups tends to suggest that the AI use is less about 
intended dishonesty and more about seeking support, but this is an area that is under researched at 
this stage.  
 
MATs in this project spoke about student awareness that their teachers were using AI to plan, 
prepare and resource lessons, and in some cases their awareness that AI was also used for marking 
and assessment (e.g. through rubric, report wriAng or specific AI auto-marking products). In some 
cases, students spoke about a sense of injusAce whereby teachers were using AI openly and 
purposefully to support them with their tasks, but students were not allowed to do so, even though 
they perceived themselves as being the generaAon most in need of being able to understand, use 
and criAcally assess the role of AI. This perceived injusAce oeen led to significant frustraAon with 
both the teacher and the system - with students seeing schooling as increasingly unjust and 
irrelevant in the contemporary landscape. It is possible that this frustraAon is another contribuAng 
factor to current absenteeism and mental health issues permeaAng the sector.  
 
Related to this, MATs oeen spoke about the way in which families, governors and colleagues - as well 
as teachers and children - looked to the school for guidance around AI. This tended to be reacAve, 
when unforeseen issues arose, as well as proacAve leadership.  
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Trends in rela5on to Knowledge, Accuracy & Reliability 
Both teachers, leaders and students spoke about an awareness about the biases embedded within AI 
- expressing frustraAon that these issues are sAll present despite widespread coverage about 
concerns in mainstream media and discourse. However, bias tends to be spoken about in terms of 
Gen-AI output (text and image/video outputs), rather than consideraAons such as bias of design (e.g. 
to parAcular pedagogical belief systems), or bias in auto-marking (e.g. handwriAng legibility) or 
adapAve products (e.g. user staAsAcal manipulaAon of MCQs). Some spoke about the moral duty of 
technology companies to address this, and the extent to which the user data and profile of the 
person entering the prompt should or should not influence the nature of the bias within the Gen-AI 
response.  
 
Similarly, leaders, teachers and students spoke about an awareness of informaAon being potenAally 
plausible yet inaccurate - i.e. hallucinaAons and misrepresentaAon. Along with more alarming 
concerns around deliberately misleading content (e.g. deep fakes, disinformaAon and 
misinformaAon). These issues appeared to be insAlling increasing levels of mistrust between human-
to-human interacAons as well as of technology generated content. Anecdotally, a number of leaders 
spoke about the increasing plausibility of inaccurate content appears to be causing students to 
quesAon trust in what were historically considered trustworthy sources (e.g. people in posiAons of 
power or authority, peers and acquaintances, mainstream non-ficAon sources) because of the 
perceived use of AI by those previously-trusted sources. Consequently, the noAon of [teacher] 
experAse is less well defined and ideas about [source] credibility are more complex. Notably, there 
appeared to be two trends across leaders around this. First, those who raised these issues but were 
at a loss as to how to respond to them other than to feel disempowered and fearful, and second, 
those who saw pracAcal soluAons to miAgate for these challenges - for example, AI and digital 
literacy becoming core subjects, a resurgence in philosophical and social thinking being embedded 
across all age groups, and whole-community educaAon programmes simultaneously supporAng 
students, staff and families in order to bring cohesion. 
 

 
 
Many MAT leaders idenAfy a sense of fricAon between the current policy imperaAve on declaraAve 
and procedural knowledge and the automated way in which AI can assign, produce, assess and 
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redirect these pathways. However, the majority of the current teaching workforce takes a pragmaAc 
approach to working within the accountability structures in place, and have thus adopted pracAces 
which conform to populist behaviourist approaches which have been mandated through naAonal 
policy (either directly or indirectly). Whilst this fricAon between the pedagogical beliefs of teachers 
and the poliAcised pedagogy of policy has well established links to the current retenAon issues facing 
the workforce, AI is seen as an exacerbaAng influence. This is largely because of the ways in which 
the provocaAons surfaced by AI magnify exisAng problems - e.g. assessment depending on 
knowledge recall, access issues widening the digital divide, mistrust between authority and young 
people, percepAons of schooling being increasingly irrelevant to both employers and society, and 
socioeconomic and cultural factors increasingly experiencing division and polarisaAon. That said, 
many of the issues surfaced were embedded within the Hidden Curriculum, and oeen not made 
explicit either at naAonal, local or school policy level. It is possible that there is more agency within 
the system than is currently perceived, but operaAonal workload levels and a disproporAonate focus 
on accountability measures are keeping focus on the externalisaAon of issues.  

Trends in rela5on to Safeguarding, Data & Privacy 
Leaders, teachers and students spoke with different degrees of knowledge and understanding about 
the importance of data security, confidenAality and privacy in relaAon to AI. However, when probed 
about the nature of personal data, most saw personal data as explicit idenAfiers (e.g. name, date of 
birth, address, school name), and personal detail (e.g. medical condiAons, salary, religious, poliAcal 
or gender views, aaainment or qualificaAon detail). Very few had an understanding of the 
implicaAons of publicly collected and combined data sets (e.g. credit card spending habits combined 
with locaAon tracking on smartphones leading to predictable daily rouAne analysis, or scaled facial 
recogniAon soeware profiling and predicAng community behaviours - as already extensively used by 
government agencies and partners). Thus, data security and privacy were largely seen as self-
contained data management maaers rather than having implicaAons on cultural, poliAcal and 
commercial morality. 
 
Furthermore, whilst the MATs in this project had clear safeguarding, confidenAality and privacy 
policies in place this was oeen based on core government or naAonal advice around policy and 
procedure (e.g. KCSIE, Ofsted, DfE guidance) rather than taking into account broader ethical 
consideraAons. For example, permission about use of children’s images within school or on school 
websites being granted solely by a parent, and acAoned by the school in accordance with that 
permission, rather than the child themselves having a voice to decide how their image is used and 
portrayed based on specific contexts (in the way that an employee might be allowed). The lack of 
opportunity for children to be empowered to make these decisions for themselves is of parAcular 
importance in a contemporary landscape given that digital facial recogniAon now is becoming 
increasingly prevalent in wider societal toolsets. In other words, children’s images from early 
childhood (even photos of everyday classroom acAviAes) may be used to train AI products and 
services which are then used (a) beyond mainstream educaAon, and (b) over a longer period of Ame 
than a child’s aaendance at their school - potenAally well into adulthood.  
 
However, the majority of the group were at least aware about safeguarding maaers arising from the 
pervasive use of AI in societal consumer use, highlighAng parAcular prioriAes as follows: 
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Many leaders spoke about the Ame consuming nature of DPIA processes in relaAon to AI tools. 
Leaders referred to the importance of organisaAons owning and understanding the detail of the risk 
assessments, whilst recognising the significant overlap between one school based organisaAon and 
another. The investment of Ame within the organisaAon to minimise and miAgate risk was 
recognised as valuable, but as a sector, the duplicaAon seen as inefficient. The structure of the MAT 
sector is partly responsible for this, with colleagues referring to more centralised soluAons to DPIA 
processes under LA (maintained school) structures and within devolved government regions (e.g. 
Scotland).  
 
Many trusts and schools have digital technology in place at school or trust/group level which 
historically did not have AI features within it (e.g. MIS). However, as these tools begin to introduce AI 
to their products, there are concerns that schools/trusts - as data controller - have the responsibility 
for data safety but undertook due diligence on the products before some of the criAcal issues came 
into effect. Leaders described this as the schools having the responsibility but the suppliers having 
the insights. 
 
MATs with specialist IT and data experAse spoke about the importance of broader staff awareness 
about protocols and implicaAons in relaAon to data security, encrypAon and anonymisaAon. Regular 
audits and updates were key to this, both to maintain data integrity as well as to ensure the real-life 
applicaAon of ethical standards by all stakeholders (e.g. leaders, teachers, support staff, governors, 
families and children).  

Trends in rela5on to Staffing & Workforce  
Very few of the MATs saw the role of the teacher itself as changing as a result of AI beyond short 
term transacAonal evoluAons (e.g. workload and producAvity adjustments such as preparaAon, 
resourcing and marking, and potenAal for automated marking and individualised pathway 
assignment). However, a majority spoke about the consequences of efficiencies, for example, the 
need for greater AI literacy across the teaching workforce, and the use of AI tools leading to an 
increase in teacher capacity whereby greater Ame and focus could be spent on the teacher ‘adding 
value’ to classroom experiences, rather than processing tasks through rouAne classroom delivery and 
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management. A number of leaders spoke about this magnifying exisAng variance between highly 
effecAve teachers, and those who are either less skilled, or less moAvated to improve their own 
professional pracAce. Related to this, many leaders spoke about recruitment and retenAon issues, 
about budgets being squeezed, and the potenAal for AI to support teachers with [tradiAonal] 
curriculum delivery tasks in order that the teacher can focus on higher value learning support.  
 
Furthermore, some leaders are rethinking staffing structures in order to reconceptualise the role of 
the professional-adult-in-the-room who may evolve from the tradiAonal role of teacher (and/or 
teaching assistant) to instead be there as a person to support student’s [holisAc] personal 
development, drawing upon specific subject-experts, learning facilitators and support staff as and 
when required. This was seen by some as a natural and sensible evoluAon of the schooling system - 
thinking strategically differently about staffing and the role/skills of the adult in the room rather than 
just about operaAonally replacing or supplemenAng the teacher. In a landscape of recruitment and 
retenAon difficulAes and workforce requests for flexible working, this potenAally blended teaching 
workforce soluAon already has some success stories underway (e.g. subject specialists teaching 
across MATs via video-call with classroom teachers physically in the classroom with the students), so 
the role of AI in supporAng this directly or indirectly was seen as highly relevant for future workforce 
planning.  
 
Another recurring theme relaAng to employee producAvity was about central staff considering how 
AI (and other digital tools) may support increased organisaAonal producAvity in such a way that 
some administraAve funcAons are no longer required. For example, chatbots supporAng incoming HR 
or People enquiries; student aaendance tracking and follow up; or financial analysis and operaAng 
procedures; data analysis to inform decision making and improving organisaAonal outcomes. Leaders 
spoke about work underway within their organisaAons to idenAfy where AI is appropriate or not 
appropriate to uAlise, and what the return-on-investment may be of invesAng in relevant AI tools. 
Notably this view was spoken about in context of broader organisaAonal consideraAons - e.g. 
changes to employee skillsets and the different opAons for addressing this through training, 
restructure or reconceptualising funcAons.  
 
There are three aspects of improvement to MAT employee producAvity that colleagues spoke about 
with great hope. The first being a reducAon of workload (i.e. producAvity improvements resulAng in 
lesser workflow and reduced Ame or capacity required to complete comparable tasks). The second - 
associated with this - is beaer teacher and employee work life balance, and consequent 
improvements to mental health and wellbeing. The third - as a result of the first two - was seen as 
greater staff saAsfacAon and consequent beaer staff retenAon rates. Some MATs have robust 
datasets which do show a direct link between organisaAon wide digiAsed ways of working, higher 
than naAonal average retenAon rates, and higher than naAonal average staff saAsfacAon rates2. 
 
A majority of those taking part in this project used AI regularly to reduce their own workload, with 
typical examples including: Gen-AI being used to create an iniAal drae of leaers, newsleaers, policies 
that staff could then refine and edit; summarising of meeAngs, notes and lengthy documents; 
creaAon of images, presentaAons and training materials, as well as some uses of data analysis tools, 
chatbots, advanced searching and logisAcal planning tools (e.g. Ametabling or project planning). 
 

 
2 Aubrey-Smith, F., (2023) Changing Learning. Changing Lives. What happens when EdTech becomes PedTech? 
An independent review of LEO Academy Trust. London 
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Trends in rela5on to Curriculum, Assessment & Classroom Prac5ce 
Many trusts spoke about the importance of separaAng out curriculum and pedagogy when thinking 
about AI. Furthermore, many spoke about the difficulAes with AI / technology experts leading 
conversaAon about AI in classroom pracAce as this has tended to forefront (a) teaching and teacher 
producAvity, and (b) support for learners that stem largely from formaAve assessment tools and 
automated adapAve teaching models (i.e. automated teaching tools which are being presented as 
personalised learning tools). These assumpAons created a parAcular frustraAon amongst leaders 
whose background was from areas other than STEM (inc. compuAng) specialists because the lack of 
disAncAon between curriculum and pedagogy unintenAonally encourages parAcular views on what 
teaching and learning should look like (which tended to align with informaAon processing, 
behaviourist or individual construcAvist forms of pedagogy). These assumpAons consequently direct 
sector conversaAon in ways that are seen as unhelpful and out of alignment with the majority of the 
teaching profession (who tend to align more with social construcAvism). Some leaders spoke about 
this as creaAng a barrier to progress because the pedagogical views of the majority of the teaching 
workforce (beyond IT, digital or AI enthusiasts) are not reflected in current AI discourse.  
 
Many educaAonal leaders spoke about their duty to prepare young people for the workplace, and 
the important role of communicaAon and interpretaAon skills. Leaders oeen referred to Gen-AI as 
both depending upon these skills and as a vehicle for contribuAng to the learning of these skills. The 
importance of grammar and syntax within prompt crae, the need for clearly arAculated ideas within 
spoken and wriaen communicaAon and the ability to comprehend and synthesise results and ideas 
returned by AI has clear overlap with CommunicaAon and Language (Early Years FoundaAon Stage) as 
well as Literacy and English (Primary and Secondary Curriculum).  
 
Many forward-thinking MATs within this project have already begun explicitly teaching AI literacy, AI 
& Ethics, Safeguarding and AI criAcality (bias and misinformaAon), with many having designed and 
begun to implement specific schemes of work. This is more common in secondary schools, and more 
common for those who have been thinking about AI for more than 1 year. This trend oeen correlates 
with those who have also completed at least one cycle of AI training for all staff (e.g. whole 
organisaAon INSET or  structured series of training sessions). Many of those who have developed 
their own AI awareness raising schemes of work have been part of broader networks around AI 
support and have benefiaed from early access to expert and specialist knowledge within the schools 
sector (e.g. Sir Anthony Seldon’s AI in EducaAon).  
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Leaders report that a large number of teaching staff are using forms of AI to support with automated 
formaAve assessment - typically creaAng mulAple choice quesAons or quizzes through the use of 
Gen-AI (ChatGPT, Gemini, Claude etc) as well as tools which use broader AI such as Century, Atom, 
Quizziz and SocraAve. These quesAons and quizzes are then used as a digiAsed and automarking 
version of acAviAes which may otherwise have been created through other digital means, or through 
paper and pen based resources. Thus, whilst in many cases teachers refer to these as educaAonal 
tools, these may be more appropriately characterised as automated teaching or classroom 
producAvity tools - with the efficiencies and benefits pivoAng around teacher workload and 
workflows, or interacAons previously conducted by the teacher (e.g. quesAoning, formaAve 
assessment), rather than changing teaching techniques or learning processes themselves.  
 
This key point about AI tools that automate processes previously carried out by a teacher (e.g. asking 
quesAons, assessing answers, adapAng quesAons/tasks) is significant because (a) it aligns with 
parAcular sets of pedagogical beliefs about how learning takes place (e.g. tradiAonal, behaviourist 
and individual construcAvist models, rather than socially oriented models), and (b) because what is 
described as personalised learning or individualised learning, is oeen instead personalised teaching 
or individualised content provision. This leans into a broader issue around how benefits of AI are 
oeen conceptualised and whether aaenAon pivots around benefits to learners, benefits to teachers, 
or benefits to organisaAonal operaAons.  
 
Within AI discussions, there is oeen great excitement about the potenAal of AI tools to change the 
role of the teacher to one of a guide or facilitator, rather than a provider of knowledge (the so-called 
‘sage on the stage’). However, as outlined above, there is a significant mismatch between this 
narraAve (which requires a socially oriented model of pedagogy) and trends in how AI tools are 
currently being conceptualised and used (which tend to reflect a non-social model of pedagogy).  
 
There are however aspects of AI use which offer support for a wide range of pedagogical models, 
many of which were seen as holding great promise by those with mulA-school educaAonal 
improvement roles. For example, the use of AI tools to combine complex datasets (e.g. content 
engagement, formaAve assessment, behaviour, targets and pupil characterisAcs) in order to provide 
more targeted mulA-agency intervenAon to specific students or groups of students. Yet whilst there 
is clearly significant potenAal within these tools, school improvement and CPD leads across MATs 
also highlighted that very few teachers, middle or senior leaders in schools have specific experAse in 
data generaAon, data analysis or data science. This means that there is sAll a notable gap between 
what most products offer, and what classroom teachers or leaders actually need in order to see a 
significant meaningful impact on children’s learning.  
 
MATs in this project reported that when asking secondary school teachers about how they use Gen-
AI with their students, the responses focused more on teaching (marking, resource preparaAon etc), 
and less on learning (with the excepAon of automated adapAve teaching tools). Furthermore, when 
leaders spoke about asking their staff about how they want to use AI to support their classrooms, the 
prioriAes tend to be around the role of the teacher and funcAons of teaching (e.g. relaAng to teacher 
producAvity), rather than around supporAng learner behaviours and skill development. This differs 
slightly with primary schools where the prioriAes tend to be more about using Gen-AI to support 
learner reflecAon and metacogniAve processes.  
 
There are now well established arguments about the importance of ‘the human in the loop’ when 
using technology, prioriAsing human intelligence in a world that is increasingly immersed in AI, and 
understanding neurobiological implicaAons of human-technology interacAons. However, there is an 
irony that many of these conversaAons are ulAmately framed around promoAon of increased use of 
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technology. Consequently, the educaAonal operaAonal detail that would translate this research and 
theory into pracAce is oeen missing, and as a result, a void appears between theory and pracAce 
within schools. This is arguably compounded by a curriculum which some argue as being dated and 
lacking in relevance in a contemporary context where the championing of Human Intelligence needs 
to be prioriAsed over ArAficial Intelligence.  
 
A common theme across schools where tangible posiAve impact of Gen-AI was being seen in the 
classroom related to the use of image generators. A typical use case was that children would be 
working on a specific piece of wriAng with a focus on vocabulary. Having draeed their wriAng, the 
teacher would prompt an AI image generator to create an image based on the wriAng which would 
then be used as a discussion sAmulus for the effecAveness (formaAve assessment) of the child’s 
chosen vocabulary. These uses tended to be iteraAve, with the child then improving wriAng and 
seeing the impact of their work on the visualisaAon. Leaders reported seeing tangible improvements 
in quality of vocabulary, SPAG and wriAng outputs as a direct result of this, although none had yet 
formalised this through academic studies.  
 
One of the issues highlighted by many MAT leaders was the importance of balancing the automaAon 
that AI tools offer, with teacher autonomy, creaAvity and flexibility. There are a significant number of 
influences that shape how different teachers respond to the same intervenAon in the same school 
which go far beyond AI awareness or training (e.g. teacher educaAon and experAse, subject 
specialism, pedagogical beliefs, agency and autonomy, confidence and their own mental/physical 
health). Therefore, MAT leaders leading or contribuAng to teacher development - both during iniAal 
teacher educaAon (e.g. those who work with universiAes and lead ITE provision) as well as through 
teaching career stages (e.g. those who provide CPD internally and as outreach), spoke about needing 
to navigate many complex combinaAons of professional learning needs.  
 

Trends in rela5on to School Support 
All of those involved in this project were keen to know more about what other schools and trusts are 
working on in relaAon to AI (as well as more broadly). However the raAonale for this is importantly 
because it partly stems from seeking reassurance about their own approaches and pracAce; partly 
seeking views of expert peers to inform future plans; partly seeking opportuniAes to share experAse; 
and partly about building a sense of peer community. Those seeking these insights are not 
necessarily looking for research findings, case studies or summary documents, but rather more 
opportuniAes to connect with peers in specific contexts and working on specific prioriAes - allowing 
direct discussion, in-person demonstraAon of pracAce, and exchange of ideas. Importantly, 
colleagues are as keen to learn about examples of problems, issues and advice on what not to use or 
do, as well as examples of impacPul posiAve pracAce and soluAons to common challenges.  
 
In relaAon to exisAng pracAce, trends for monitoring and evaluaAng AI use were highly varied. Some 
MATs were uAlising established evaluaAon frameworks in order to be consistent with monitoring and 
evaluaAon of any strategy or operaAonal intervenAon within their organisaAon. Others were using 
project management centred evaluaAon frameworks or processes, acAon research cycles, or models 
dependent upon staAsAcal analysis based on variables such as finance, staff capacity, learner 
outcomes, and so forth. MAT leaders spoke about the importance of gathering both qualitaAve and 
quanAtaAve data in order to contribute to robust monitoring and evaluaAon cycles, but as with 
broader educaAon research, expressed concern about the reducAonist nature of quanAtaAve 
analysis techniques, and the unintenAonal way in which qualitaAve data is oeen either analysed just 
at surface level (e.g. subjecAve narraAves) or using solely quanAtaAve analysis methods (e.g. 
codificaAon), rather than deeper techniques (e.g. interpreAng dialogic undertones or criAcal 
themaAc analysis).  
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Many leaders spoke about teachers using generaAve AI tools to produce bespoke classroom 
resources (e.g. mulAple-choice quizzes, example texts based on parAcular characters or scenarios, 
explanaAons, images), and the instant graAficaAon associated with both workload reducAon and 
more personalised material. Leaders spoke about the greatest benefits of Gen-AI use reported by 
staff being perceived as Ame savings rather than improvements to quality of resources. Notably, with 
trusts who have provided training and support at scale for their teaching staff, the impact was seen 
across both enthusiasts, and those who might be described as more digitally reluctant. However, this 
widespread impact was usually associated with trusts who had provided AI awareness training in 
partnership with hands-on training at scale. Where training had been provided for enthusiasts, 
working groups or pilot projects, it tended not to include those who would be more reluctant and as 
such that ‘harder to reach’ group of teachers perceived AI more negaAvely as a result (i.e. the 
approach led them to think about AI as only relevant for enthusiasts, and in some cases magnified 
percepAons about media-led fears around wider AI use).  
 
Many MATS in this project have started to use generaAve AI to support the producAon of school 
reports. Forward-thinking trusts or groups have taken a proacAve approach to how this may be 
received by those reading or receiving the reports. Typical trends included the wriAng of an ‘Use of 
AI for report wriAng’ policy which provides staff with clear guidelines about the limitaAons of Gen-AI 
use, the importance of proof-reading and rewording the importance of personalising content specific 
to individual children, proof reading, and not including personal or idenAfying creatures in the Gen-
AI prompts entered (either through prompts or uploaded documents such as aaainment data). 
 
Across the trust/group leaders, there is a percepAon that 18 months aeer the mainstreaming of 
headline Gen-AI tools such as ChatGPT, the well known Adal wave of hype that typically follows 
technological innovaAon is now itself creaAng a barrier issue. This issue was variously characterised 
as enthusiasts championing how numerous AI tools might be uAlised, well meaning claims about the 
transformaAon of educaAon and society, and cynicism about the markeAng benefits of organisaAons 
and individuals seeking to align themselves with the latest ‘new technology’. The consistent 
consequence of this issue appears to be that sector bandwidth is now being weighed down by white-
noise - with conference speakers oeen being seen as repeAAve, enthusiasts being seen as Aresome 
and those sounding messages of cauAon being seen as oppressive. These distracAons have created a 
foggy cloud which is prevenAng the sector from championing a long-shared cause about the need for 
reform to both assessment, and blended approaches to school models. Both of these wider 
educaAonal issues are not new issues and are increasingly driving dissaAsfacAon in the workforce 
(with consequent retenAon implicaAons) as well as across the student populaAon (with consequent 
negaAve implicaAons on aaendance, net mobility, disaffecAon, behaviour, mental health and 
aaainment outcomes). AI is seen as proacAvely exacerbaAng much of this discussion but without 
necessarily moving the issues forwards. 
 

Trends in rela5on to Policy (local & na5onal) 
The MATs involved in this project tended to be proacAve in terms of creaAng school or trust level 
policies addressing AI. Some chose to have an overarching AI policy that incorporated a wide range 
of associated issues (e.g. Data security and privacy, roles and responsibiliAes, safeguarding etc), 
whereas others chose to embed AI consideraAons across the whole suite of school or trust level 
policies.  
 
However, this is an emergent space, with a majority reporAng their work in relaAon to this as 
underway, rather than complete:  
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More broadly, MAT leaders oeen spoke about the role of policy shapers and makers (e.g. DfE, Ofsted, 
Ofqual), and the ways in which guidance usually comes aeer schools have already had to respond to 
real-world events. There was frustraAon that guidance tends to focus on regulaAons and 
accountability, rather than innovaAon, and oeen transfers responsibility to school organisaAons 
without providing sufficient support (e.g. funding, Ame/capacity, signs posted resources or training). 
However, most school leaders had mixed views on whether these bodies should be both regulator 
and innovator, expressing perceived difficulAes with organisaAons aaempAng to simultaneously do 
both.  
 
Most leaders spoke about AI exacerbaAng the Digital Divide through variable provision within and 
between schools, as well as variable connecAvity and access for students, staff and families beyond 
school. In addiAon, AI literacy was seen as further exacerbaAng the gap between those who have 
access and understanding about how to leverage that access, and those who do not have one or the 
other. Many leaders expressed hope that ‘someone’ would mandate widespread AI awareness 
training (but not necessarily tool training) at populaAon, sector or community level in order for 
young people, workforce and community to have a coherent and consistent understanding. It has 
been noted that there are others around the world doing this to varying degrees, and felt that the 
communiAes around schools in England are therefore being lee behind. The importance of both 
school and home / family / community understanding being shared was seen as parAcularly 
important in order to tackle some of the contemporary issues emerging. For example, the 
repercussions of deep fake images/videos which take place in a form of ‘no mans land’ between 
home and school yet have implicaAons for both. Gaps in both knowledge and authority to act were 
perceived as exacerbaAng mental health, wellbeing and societal equilibrium. In some scenarios, 
trusts are playing a role in bringing digital access into home environments, and are keen to support 
this with AI awareness training for families as part of addressing the wider AI related digital divide 
issues. 
 
In addiAon, most leaders spoke about the simple role of reliable access to devices and connecAvity 
for children and adults and the significant inequaliAes across roles, schools, homes and community 
at present. Notably, this included socioeconomic inequaliAes, as well as role based inequaliAes (e.g. 
Support Staff are rarely given access to a workplace device, presenAng an immediate disadvantage to 
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accessing awareness raising training, exploratory use of tools or skill development to support their 
professional role).  
 
Some leaders spoke about the role of the DfE in lisAng approved products and a procurement 
framework. However, this was counterbalanced with the view of some trusts that DfE procurement 
frameworks do not always result in best value for money and that many MATs buy products through 
other routes because of beaer pricing opAons. There was a degree of pragmaAsm across the group 
about the extent to which a government department could realisAcally keep an approved product list 
up-to-date given that the AI product landscape is changing so rapidly. The consensus appears to be 
that schools would appreciate some systemic quality assurance simply to filter out the ‘white noise’ 
of such a busy market place - full of products promoAng their AI credenAals and soluAon.  
 
In discussions about the future role of schooling in light of AI, many MAT leaders highlighted the 
need for schools to reflect contemporary society. Emergent themes from these discussions tended to 
pivot around young people having a more personalised experience - whereby content, support, 
assessment, locaAon and Aming of learning could (or should) become more flexible. Leaders were 
keen to discuss ways in which exisAng schools could evolve to meet these needs, taking into account 
the many other related influences (e.g. recruitment and retenAon difficulAes, budget pressures, 
socioeconomic pressures, community relaAonships, and global unrest to name but a few). AI was 
seen as offering both soluAons and challenges for these issues.  


